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Abstract  

Background and Objectives: One of the currently important and widely used research subjects in the 

healthcare area of cancer patients is the diagnosis procedure of cancer tumors and metastases in magnetic 

resonance imaging such that it has a high level of accuracy and also be a support for doctors in 

interpreting and diagnosing medical data. To this aim, a multivariate Hotelling’s T2 control chart is used. 

Methods: Using a two-dimensional discrete wavelet transform, some features of the image texture are 

extracted by using statistical and transform methods. Then, to reduce the data dimensions and feature 

selection, a genetic algorithm is used. Afterward, two methods including fuzzy c-Means clustering 

algorithm and a multivariate Hotelling’s T2 control chart are used to diagnose bone marrow metastasis 

patients. 

Results: From 204 bone marrow samples, 76 features are extracted from which six ones are selected and 

a 204×6 feature vector matrix is generated. Finally, the performance of the proposed two methods is 

compared. The results show that the diagnosis and accuracy measures of multivariate Hotelling’s T2 

control chart are better than the other method. 

Conclusions: In the context of cancer, one of the current concerns for healthcare providers is to use non-

invasive, short response time, and highly accurate methods in diagnosing tumors and metastases. The 

proposed method appropriately addresses these requirements.   

 

Keywords: Bone marrow metastases, Multivariate Hotelling’s T2 control chart, Fuzzy clustering, 

Feature extraction. 

 

 

Background and Objectives 
Bone marrow constitutes the inner part of the bone and plays a key role in producing and forming 

blood cells
1,2

. Since there is a greater flow of blood in this area in comparison to the cortical layer of 

bone, main factor in the formation of metastases in bone and bone marrow areas. Red bone marrow 

exists in the axial skeleton including vertebrae, pelvis region, femur, skull, and ribs, and due to the 

cancer cells transferred to these regions through the bloodstream, there is more probability of 

emergence of metastases in these regions
1
. Many studies have been conducted on the timely 

diagnosis of cancer tumors and metastases. However, the method which is usually used for final 

diagnosis is the pathological examination. This method, in spite of its capabilities in diagnosing a 

variety of diseases, suffers from problems such as invasively (the need for sampling), relatively long 

response time and results that depend on the experience and expertise of the pathologist
3
. Therefore, 

different techniques have been proposed in the past years to solve these problems. Among which, 

magnetic resonance imaging (MRI) methods, which can be employed in a non-invasive and non-

destructive way for producing multi-spectral images, have received considerable interest.To produce 

MRI images, electromagnetic waves are used. 
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The electromagnetic waves used for imaging 

are in the frequency range of radio waves 

which are transformed to the image using the 

Fourier transform. This image is very precise 

so that very small changes can be detected
4
. 

Due to the complexity of body tissues, manual 

diagnosis of pelvic region tissues and 

metastases are extremely time-consuming and 

depend on the operator’s conditions. 

Moreover, the vital need for experts who 

analyze the images and diagnose the problems 

makes the ordinary and traditional methods 

inefficient in the absence of experts. Thus, for 

accurate examination of metastases, 

computer-aided medical images processing 

techniques and algorithms can be highly 

beneficial. In texture analysis, the most 

difficult problem is to define a set of 

meaningful features that include the texture 

characteristics. Several approaches exist for 

this problem including gray-level co-

occurrence matrix (GLCM)
5
, Fourier power 

spectrum
6
, Gray Level Run Length Matrix, 

Gray Level Difference Statistics and so on
7
. 

Although these methods are useful in 

analysing natural tissues, they are not enough 

reliable to diagnose the suspected patients of 

bone marrow metastasis. Recently, 

multichannel analysis techniques have shown 

the high potential for texture description. The 

advantage of these techniques from the 

frequency-spatial viewpoint lies in the 

maximization of energy in both the region 

and frequency domain
8
. The use of the 

wavelet transform as a method of 

multichannel analysis was first proposed by 

Mallat
9
. Most of the previous studies have 

concentrated on the computer-aided diagnosis 

(CAD) of a tumor and lesion and different 

results have been obtained. Generally, the 

steps of these algorithms can be classified 

into two categories of feature extraction and 

samples classification. First, image features 

are extracted. These features usually include 

features of intensity (such as mean, variance, 

skewness, and kurtosis), texture features (such 

as energy, homogeneity, contrast, correlation) 

and shape measurements (such as area, 

perimeter, diameter, extent). For the feature 

extraction, different methods like wavelet 

transform, Shearlet transform, Curvelet 

transform, Fourier transform, Gabor filter, 

histogram, and statistical methods are 

proposed. The information acquired in this 

step is then passed to the samples 

classification step. For the feature 

classification and separation, a variety of 

approaches such as supervised and 

unsupervised artificial intelligence and 

methods such as the genetic algorithm, 

support vector machine, self-organizing maps, 

nearest neighbors, deep learning, decision 

trees, Bayes Nets, naive Bayes, Bayesian 

fuzzy clustering, logistic regression, and 

hybrid methods can be mentioned. Some of 

the recent studies on the feature extraction, 

classification and clustering have been shown 

in Table 1. 
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As shown in Table 1, in all of the mentioned 

methods, after the feature extraction, 

clustering or classification methods has been 

used for the diagnosis of patients suspected to 

cancer tumors, lesion or abnormal tissue. In 

this paper, for the first time, instead of 

classification and clustering methods, a 

Table 1:. Summary of some studies on different methods of feature extraction, classification and clustering 
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C
lu

sterin
g
 

C
lassificatio

n
 

F
eatu

re 

E
x

tractio
n
 

m
u

ltiv
ariate 

C
o

n
tro

l C
h

art 

P
u

b
licatio

n
 

Y
ear 

Author 

R
o

w
 

Discrete Wavelet Transform(DWT) 2010 ـــــــــــ √ ـــــــــــ ـــــــــــ El-Dahshan  et al10 1 

Stationary Wavelet transform(SWT) 2011 ـــــــــــ √ ـــــــــــ ـــــــــــ Demirhan et al11. 2 

Histogram, Self-organizing maps(SOM), 

Neural networks 
 Ortiz et al12. 3 2013 ـــــــــــ √ ـــــــــــ √

Cellular neural network(CNN),Genetic 

Algorithm(GA) 
 Rouhi et al13. 4 2015 ـــــــــــ √ √ ـــــــــــ

Artificial neural 

network(ANN),Memetic 

Algorithm(MA),naïve Bayes 

 Rouhi et al14. 5 2016 ـــــــــــ √ √ ـــــــــــ

Gabor filter, Particle Swarm 

Optimization(PSO), 
 Dora et al15. 6 2017 ـــــــــــ √ √ ـــــــــــ

Gray level co-occurrence matrix 

(GLCM), Wavelet based contourlet, 

SVM 

 Berbar16. 7 2018 ـــــــــــ √ √ ـــــــــــ

Gray level co-occurrence matrix 

(GLCM), Local Binary pattern (LBP), 

Gray Level Run Length Matrix 

(GLRLM), linear discriminant analysis 

(LDA) 

 Öztürk et al17. 8 2018 ـــــــــــ √ √ ـــــــــــ

Fourier transform, SVM 2019 ـــــــــــ √ √ ـــــــــــ Kriti et al18. 9 

2D-DWT, Bag-of-Words (BoW) ـــــــــــ  Ayadi et al19. 10 2019 ـــــــــــ √ √ 

Tunable Q-factor wavelet transform 

(TQWT), Bagged trees (BT), K nearest 

neighbors (k-NN), (SVM) 

 Al Ghayab et al20. 11 2019 ـــــــــــ √ √ ـــــــــــ

Deep learning ـــــــــــ ـــــــــــ √ ـــــــــــ  2019 Maharjan  et al21. 
12 

Deep learning, CNN, NADE 2020 ـــــــــــ ـــــــــــ √ ـــــــــــ Hashemzehi et al22. 13 

Bayesian fuzzy clustering,  Deep 

learning 
 Raja et al23. 14 2020 ـــــــــــ √ ـــــــــــ √

local binary patterns (LBP), Knn, ANN, 

RF, LDA 
 Kaplan et al24. 15 2020 ـــــــــــ √ √ ـــــــــــ

Shearlet Transform ,GLCM, SVM 2020 ـــــــــــ √ √ ـــــــــــ Budak et al25. 16 

Wavelet, deep autoencoder, Bayesian 

fuzzy clustering, regression 
√ √ √  2020 Siva Raja et al26 17 

contourlet and curvelet transform, SVM  √ √  2020 Biswas et al27. 18 

2DWT, Hotelling’s T2 multivariate 

control chart, Fuzzy c-Means 

√ √ √  2020 Proposed method 19 
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multivariate control chart with the Hotelling’s 

T
2
 statistic is used for the diagnosis of 

patients suspected to bone marrow metastasis. 

For this proposed, a control chart is designed 

for the bone marrow features of the metastasis 

suspected patients in Phase I. Then, using 

some patients samples, the performance of the 

control chart is evaluated, where the results 

show the validity of the proposed method. 

Since in each image the regions of interest are 

overlapping for the smallest and largest 

dimension of the mask, and because the fuzzy 

c-means (FCM) clustering algorithm is an 

overlapping clustering algorithm and one of 

the most popular clustering algorithms widely 

used in medical imaging, FCM clustering 

method is selected from the existing methods 

and is used as the comparison basis
28

. The 

validation results of the two methods revealed 

that the accuracy and specificity metrics are 

better for the multivariate Hotelling’s T
2
 

control chart rather than FCM clustering 

method. The structure of this paper is as 

follows. In Section 2, the methodology is 

presented and explained step-by-step. The 

feature extraction results obtained from the 

proposed methodology along with the results 

obtained from the evaluation and validation 

studies are reported in Section 3. Finally, the 

conclusion and suggestions for future studies 

are included in Section 4. 

 

Methods 

The proposed methodology has been 

presented in Figure 1. Each step of this 

methodology is explained as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The schematic diagram of the proposed methodology 

 

 

Image acquisition 

The proposed techniques are applied on 
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primary Tumor. 

 

Two-dimensional discrete wavelet 

transform 

Two-dimensional wavelet transform is widely 

used in image processing. There are two 

wavelet structures
29

: (1) pyramid-structured 

wavelet transform, in which a signal in lower 

frequency channels is decomposed into a set of 

frequency channels with narrower bandwidths. 

This transform is appropriate for signals whose 

suitable information exists in a low-frequency 

element. (2) Tree-structured wavelet transform 

that makes possible the decomposition of low, 

medium and high frequencies. In analyzing the 

bone marrow MRI of the pelvic region, low-

frequency elements include information about 

general properties (shape) that are important 

clinically, and in the decomposition of higher 

frequency elements, there is information about 

textural details and region of interest, which are 

important for correct diagnosis. Therefore, 

decomposing all frequencies is helpful for this. 

Consequently, tree-structured wavelet analysis 

can include more beneficial information for this 

research. To obtain this transform, Mallat 

algorithm is used. Every time this algorithm is 

applied, the initial spectrum is transformed into 

two high- and low-frequency spectrums each 

with half the length of the initial spectrum. This 

procedure continues for the obtained low-

frequency spectrum and the output is two other 

spectra each with one fourth the width of the 

initial spectrum. This procedure continues until 

a specified number of iterations is achieved (in 

this research, it was repeated one iteration). At 

last a spectrum is obtained that, in addition to 

preserving the structure of the initial spectrum, 

has fewer dimensions than it. The low-

frequency spectrum is the approximation signal 

and the high-frequency spectrum is the detail 

signal
30

. The most common types of wavelet 

are continuous wavelet transform and discrete 

wavelet transform. A signal can be 

decomposed using two functions: scaling 

function (𝝓j.k) and wavelet function (𝝍j.k). 

Scaling functions decompose the image by 

making an approximation from the image (the 

general information of the image) and wavelet 

functions by calculating the difference between 

the information of two pixel neighborhoods 

(image details)
31

.  

 
.

2(x) 2 2
j k

jl j x k   ,                    (1) 

 
.

2(x) 2 2
j k

jl j x k   ,                (2) 

 

where k is the location of the window on the x-

axis and j is the scaling factor that identifies the 

window’s width. It should be noted that this 

definition is for a one-dimensional wavelet 

transform. Since an image is defined as a two-

dimensional signal, a two-dimensional wavelet 

transform must be used. Thus, in this study, the 

proposed method was developed based on the 

two-dimensional discrete wavelet transform. 

To do this, we applied a one-dimensional 

transform on the rows and columns of the 

image matrix so that by combining the 

elements of these two transforms, the two-

dimensional transform is obtained. This process 

has been shown in Figure 2. 
 

   

 

 

 

 

 

 

Figure 2:. The block diagram of the two-dimensional discrete wavelet transform 
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In this figure, the initial image along the x-axis 

(rows) passes through a low pass filter and a 

high pass filter and is down-sampled. This step 

results in two images, one of which includes 

the image’s low frequencies IL(x, y) and the 

other includes the image’s high frequencies 

IH(x, y). In the next step, each of these two 

images along the y-axis (columns) passes 

through a low pass filter and a high pass filter 

and is down-sampled. Therefore, four sub-

images are obtained that are
32

: element ILL 

corresponds to the image’s low-frequency 

component along both directions that includes 

the image approximation. Element ILH includes 

the horizontal details of the image. Element IHL 
includes the vertical details of the image. 

Element IHH includes the diagonal details of the 

image. Considering the wavelet’s potentials in 

simultaneous extraction of time-frequency 

information for diagnosing lesion, using the 

MATLAB software, two wavelets have been 

applied: Haar wavelet as the base wavelet 

(mother wavelet) and Dmey wavelet for the 

segmentation of the lesion tissue. The reason 

for using these two wavelets is their better 

results than the other wavelet methods and their 

effective application
33,34

. The process of doing 

this can be described as follows: We apply a 

two-dimensional discrete wavelet transform 

with a Haar filter, which is the mother wavelet, 

on the whole image in two dimensions and 

obtain four output images. Then, from the bone 

marrow masks of the original image, we pick 

up a patch and this time we apply a two-

dimensional wavelet on it using the Dmey 

filter. That is, in addition to the Haar filter 

previously applied on the whole image, again 

we separate a patch on which we apply a Dmey 

filter that generates four output images, from 

which the features are extracted in the next 

stage.  

The feature extraction 

If features are selected carefully, represent the 

maximum related information that the image 

provides for the complete characteristics of a 

lesion. The feature extraction methods 

analyze the images to extract the most 

considerable features. Considering the 

features description of the image, the 

extracted features must identify the 

characteristics of the desired lesion in the 

feature vector. The texture is an image feature 

that represents important information about 

the smoothness, regularity, roughness, and 

fineness of the surface and objects present in 

the image
31

. In recent years, texture analysis 

has had a key role in different applications 

especially for analyzing medical images. The 

features are used to identify and discriminate 

between the different textures of medical 

images. To extract the texture feature, four 

major methods are mentioned that are 

statistical methods, structural methods, 

model-based methods and transform 

methods
35,36

. In this research, some features 

of the image texture are extracted using the 

statistical methods and transform methods. 

For this, two feature categories are extracted 

from the image: one is energy and the other is 

the histogram of oriented gradients (HOG). 

The energy features are three types: 

horizontal energy, vertical energy, and energy 

of the image itself
37

. The second feature is the 

histogram of oriented gradients that are 16 

types (which are explained in the following). 

First, each input image is transmitted into the 

wavelet space by applying a wavelet 

transform. Then, the energy and histogram of 

the oriented gradients of each image element 

are calculated by the following equations: the 

energy of an image is actually the 

representative of the image homogeneity and 

thus is an appropriate measure for estimating 

the image non-uniformity. The less the image 

uniformity, the less the energy would become. 

Therefore, the calculation of energy is defined 

as follows: 

 

( , )
(i, j)

h i j
P

NM
 ,               i=0, 1, 

G-1,     j=0, 1,…,G-1               (3) 

Angular second moment (Energy): 

 
21 1

0 0

(i, j)
G G

i j

p
 

 

 ,                     (4) 

P (i, j): Probability density of occurrence of 

the intensity levels, h (i,j): value of intensity 

level histogram, MN: number of all image 

pixels, where M is the resolution at the 
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vertical axis and N is the resolution at the 

horizontal axis, G: total gray level of the 

image
38

. HOG was first introduced by 

Dalal
16

 et al
39

. The histogram of oriented 

gradients has been based on the distribution 

of differential intensity histogram of an 

image
40

. It is used as an efficient method of 

describing texture types and deformable 

objects
41

. Moreover, it is helpful in medical 

imaging and has been considered as the best 

technique for diagnosing abnormal 

textures
42

. The gradient of an image is 

simply calculated by filtering the intensity 

data and by using two one-dimensional 

filters along the horizontal vector x and 

vertical vector y directions, [-1,0,1] and [-

1,0,1]
T
, described below

43
: 

( , ) ( , )
( , ) ( , )

f x y f x y
f x y

x y

 
 

 
,  (5) 

( , ) ( 1, ) ( 1, )

( 1) ( 1)

f x y f x y f x y

x x x

   


   
              (6) 

( , ) ( , 1) ( , 1)

( 1) ( 1)

f x y f x y f x y

y y y

   


   
,    (7) 

 

To define
( , y)

x

f x
G

x





 and 

( , y)
y

f x
G

y





 , 

the amplitude and orientation of each pixel is 

given as follows: 

  2 2, x yf x y G G    ,      (8)  

  1, tan
y

x

G
x y

G
   

  
 

.            (9) 

In this stage, after applying a two-

dimensional wavelet transform on the whole 

image, a Dmey wavelet transform is used for 

texture analysis. For this aim, 76 features 

were extracted from the texture of the pelvic 

images to represent features of this region of 

interest. From each of the four images at the 

previous stage, 19 features were extracted. 

First, a two-dimensional gradient was 

calculated from the wavelet; once the energy 

of the gradient along the horizontal axis and 

then, the energy of the gradient along the 

vertical axis plus the energy of the wavelet 

image itself are calculated. Then, the angle 

between the horizontal and vertical gradients 

(from –π to π divided into 16 parts). was 

calculated and a normalized histogram was 

constructed. That is, we computed the 

oriented gradient and then we obtained its 

histogram. Those 16 angles were considered 

as the histogram boundaries.  Thus, we 

obtained 16 values of the normalized 

histogram with the probability of occurrence 

between 0 and 1. Finally, 19 (16 + 3) 

features were calculated one time for 

approximation sub-image channel ILL, one 

time for horizontal sub-image channel ILH, 

one time for vertical sub-image channel IHL, 

one time for diagonal sub-image channel  

IHH, and finally, 6 features were selected. 

 

 

The feature selection 

In all feature selection methods, it is tried to 

find a set of minimum features that contains 

the necessary and sufficient information for 

the desired purpose. The process of feature 

selection and removing unnecessary features 

has three basic steps: searching method, 

subset evaluation and a stop criterion
44

. The 

process of feature selection has been shown in 

Figure 3. 
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Figure 3: The feature selection process with validation 

The methods of feature reduction are: 1- 

filter method (methods that get to the 

solution by using a set of formulas, such as 

Chi-square test and Euclidian distance), 2- 

wrapper method (methods that reach the 

solution by using an inference algorithm, 

like heuristic search algorithms), 3- 

embedded method (methods like decision 

tree that a set of operations is done by the 

algorithm itself and a set of features is 

selected)
45

. In this research, the final features 

are selected by applying the wrapper method 

and using the Genetic algorithm. 

 

The Genetic Algorithm 

Genetic algorithm is a type of evolutionary 

algorithms that uses the inheritance technique 

and mutation. This algorithm was initially 

introduced by John Henry Holland in 1967. In 

this algorithm, a population of candidate 

subsets is generated in each iteration, by 

applying the mutation and recombination 

operators on the elements of the previous 

population, new elements are generated. 

Using a fitness function, the fitness value of 

the current population’s elements is obtained 

and the better elements are selected as the 

population of the next generation. In this 

method, finding the best solution is not 

guaranteed but relative to the time the 

algorithm is allowed to run, it always finds a 

good solution. exact methods can ensure 

optimal solutions for small-scale problems 

(n=30), but their computational time is large. 

In fact, the computational time of such 

methods grows exponentially with the 

increase of size and they almost give rise to 

computational error. On the contrary, the 

objective of applying GA on such problems is 

to evaluate its ability in obtaining optimal 

solutions and its convergence for different 

setups
46

. Besides, in GA, unlike exact 

algorithms, a set of solutions is produced at 

each iteration
47

. In short, this algorithm is 

appropriate for searching for the solution in 

large spaces. Regarding the above reasons and 

due to the largeness of this problem 

(204*176), we use GA instead of exact 

algorithms. The procedure of the algorithm is 

as follows: 

1. A Genetic algorithm starts with an initial 

random population. 

2. The algorithm generates a set of new 

populations (population and 

generations).in each iteration, it uses the 

individuals in the current generation to 

generate the next generation. To produce a 

new generation, the algorithm follows the 

following steps: 

 A score is dedicated to each member of 

the current population. This is done 

by calculating the fitness value of 

each individual present in the 

population.  

 The obtained fitness values are scaled to 

be in a more usable range of values. 

 Parents are selected regarding the 

fitness values dedicated to the 

individuals. Actually, the individuals 

with more fitness are used as parents.  

Subject  Original  

Set 

Yes  

Goodness 

of Subject 

Subject 

Generation 

Subject 
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Result 

Validation 

Stopping 
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 Children are generated using the 

parents. They are generated by 

applying random changes to one of 

the parents (mutation) and by 

combining the vectors of both parents 

(crossover) or by identifying elite 

children.  

 The current population is replaced by 

the children and the next generation is 

formed.   

3.   The algorithm is stopped if one of the 

following stop criteria is met: 

 The number of generations: the 

algorithm is stopped when the number 

of generations reaches a certain 

number. 

 Time constraint: this constraint can be 

specified in terms of seconds. 

 Fitness constraint: the algorithm is 

stopped when the best fitness value 

among the current population is equal 

to or less than a certain value. 

 Stall generation: if there has been no 

improvement in a certain number of 

successive generations, the algorithm 

is stopped. 

 Stall time: if there has not been any 

improvement in the objective function 

in a certain time window, the 

algorithm is stopped [14]. 

This algorithm is implemented by the default 

toolbox of MATLAB. All parameters 

including the population, mutation, crossover 

and stop criterion have been the default values 

of the software. The cost function is to 

maximize the discrimination power of centers 

and minimizing the total number of the 

centers. since our GA is binary, we used zero 

and one numbers for the selection or not 

selection of the features. Since the 

chromosome length is considered as a 76-bit 

number, its zero bits indicate that the 

corresponding features are not selected in 

clustering and the ones represent the selected 

features. Thus, considering the cost function 

of minimizing error, the 76-bit chromosome, 

and zero and one denoting the selection and 

not selection of the features, six features are 

obtained. It should be noted that along with 

the error minimization, since the less number 

of features is desirable for us, we added the 

number of ones as the complementary or dual 

objectives to the main objective. Accordingly, 

the objective function was considered as the 

maximization of correctness and 

minimization of the selected features. The 

parameters of the GA algorithm is given as 

follows: Population size: 204, Chromosome 

length: 76, Type of genetic algorithm: Binary, 

Crossover percentage: 0.80, Mutation 

percentage: 0.1, Chromosome selection: Ideal 

method, Terminating condition: maximum 

iteration 700. 

After implementing the GA, according to 

Figure 4, from the extracted features of the 

previous stage, six features are selected and 

feature vector is obtained and sent to the next 

stage for diagnosing of patients suspected to 

bone marrow metastasis. this paper uses 

wavelet transformation with a tree structure 

so that the decomposition of the low, 

medium, and high frequencies in the bone 

marrow MRIs of the pelvic region be 

possible. Applying the wavelet transformation 

to MRIs, the outputs will contain an 

approximated value including the basic 

characteristics of the image, details at the 

horizontal and vertical directions, in most 

cases include details like edges and high 

frequencies, and finally, diagonal details 

including low frequencies, mainly referred to 

image noise. In fact, the approximation 

coefficients represent low-pass filter output, 

including clinically important information 

about the shape of the bone marrow, and 

detail coefficients (horizontal, vertical, and 

diagonal details of the image) represent high-

pass output, having information about the 

texture details and region of interest, which 

are important for the correct diagnosis. The 

four images observed in Figure 4 have been 

extracted in this manner.  
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Figure 4 the schematic diagram for the extracted features and their reduction scheme (feature selection) 

 

Clustering 

Clustering means creating groups that are in a 

not categorized dataset and are of 

unsupervised type
48

. Clustering has two major 

parameters: inter-cluster distance and intra-

cluster distance. To have an optimized 

clustering, the intra-cluster distance must be 

increased to its maximum and the inter-cluster 

distance must be decreased to its minimum
49

. 

Fuzzy c-Means clustering has many 

applications in different clustering problems. 

The purpose of this algorithm is to divide the 

data {X1,…, Xn } ⊂Rs into C clusters 

regarding the minimization of the minimum 

distance function: 

 

 
2

1 1

,
n c

m

m ik k i

k i

J U V x v
 

  ,  (10) 

where m (1≤m≤∞) is the fuzziness parameter, 

vi ϵ R
s
 is the center of cluster i and μik ϵ [0,1] 

is the membership degree of data to clusters. 

Using the optimization algorithm, the 

optimized values of U={μik
m

 } and V={Vi, 

i=1,2,…,c} are obtained. In this formula (nx 

and ny are actually the number of rows and 

columns in the image matrix), n is the number 

of data points in the images.  

then the new value of U (using the calculated 

value for V in the previous stage) is obtained 

using the following equation
50,51

: 

2

(m 1)

1

c
k i

ik

j k j

x v

x v








 
  

 
 

 ,  (11)   

In this paper that all parameters have been 

based on the defaults of MATLAB software, 

by taking the maximum of the fuzzy 

memberships, which the FCM method in the 

software has calculated, we evaluate which 

cluster each of 76 features belongs to. For 2 to 

6 clusters, the clustering does not yield 

appropriate solutions and the clusters are 

overlapping. However, for 7 clusters, it 

provides the best solution. With the try-and-

error method, these 7 clusters have been 

selected with the goal of minimizing the 

errors and maximizing the correctness. The 

final result has been shown in Table 2. 

 

Table 2. The final result of the clustering performed in MATLAB software 
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based on Table 2, this paper differentiates two 

classes of bone marrows, metastasis bone 

marrows (Abnormal) and non-metastasis bone 

marrows (Normal), using seven-centers 

clustering. In fact, the centers of fuzzy 

clustering identify the center number of each 

cluster. Thus, each new input is assigned to 

one of these classes. As can be seen from the 

results, only center 5 belongs to metastasis 

(Abnormal) bone marrows and the others 

belong to non-metastasis (Normal) bone 

marrows. For example, in center 5, seven 

cases of metastasis bone marrows are 

observed, while it had no non-metastasis bone 

marrows. It should be noted that the 

clustering method has had no information 

about whether the patients have been 

metastasis or not (it has been totally blind), 

and this implies that the features of the 

metastasis and non-metastasis patients have 

been led to this results. 

The multivariate Hotelling’s T
2
 control 

chart 

Quality control problems in medical contexts 

may include more than one quality 

characteristic; that is, a vector of 

characteristics may exist. Especially, when 

these characteristics are dependent, an 

appropriate method must be provided for their 

simultaneous monitoring. Therefore, an 

extensive background has been established for 

multivariate statistical process control 

(MSPC). In this regard, two objectives must 

be satisfied: first, using a suitable control tool, 

the state of being in-control or not must be 

identified, and then, in case of being out-of-

control, it must be possible to identify which 

ones of the quality characteristics have been 

the cause of variation
52

. As has been noted by 

Lowry and Montgomery
53

, the most basic 

work in this area has been done by Hotelling, 

who proposed T
2
 statistic and its distribution 

and used it in control charts. A multivariate 

control chart includes two phases: Phase I: 

analyzing a primary dataset which is 

supposed to be randomly selected from a 

process that is statistically in-control. Phase 

II: the control chart obtained in the previous 

phase is used for process control in the future. 

The most common statistics used in MSPC 

are Hotelling’s T
2
, MEWMA, and 

MCUSUM. Hotelling's T
2
-statistic is used in 

two different contexts: one for individual 

observations and the other for grouped data, 

where the first is out of the scope of this 

research. 

Based on what has been noted by Lowry and 

Montgomery
53

, Mason and Young
54

 and 

Bersimis
55

. the Hotelling’s T
2
 method 

incorporates the effects of all quality 

characteristics in a T
2
 statistic and uses a χ

2
 or 

F statistical distribution; if the parameters of 

the probability distribution function are 

known, χ
2
 distribution is used, and otherwise, 

F distribution is used
53,56

. So in this research, 

second (F distribution) is used. If the process 

includes p quality characteristics, given the 

values of μ0 and Σ0 (the parameters of the p-

variate normal distribution), the value of the 

statistic used for the process is obtained as 

follows: 

   
12

0 00

T

j jj n


  X μ X μ ,           (12) 

where  1 2, ,...,
T

j j j jpX X XX and 

 0 01 02 0, ,...,
T

p  μ . The upper control 

limit of this chart will be 
2

,pUCL    . If the 

parameters of the process are unknown and 

Abnormal 0 Normal 43 Center no. 1 

Abnormal 0 Normal  20 Center no. 2 

Abnormal 0 Normal  33 Center no. 3 

Abnormal 0 Normal  49 Center no. 4 

Abnormal 7 Normal  0 Center no. 5 

Abnormal 0 Normal  25 Center no. 6 

Abnormal 0 Normal  27 Center no. 7 
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estimated using the random samples, then F 

distribution is used. There are two phases for 

using the control chart. In phase one, when 

the multivariate process operates in a stable 

state, m initial p-variate random samples are 

selected and X and S statistics are calculated 

as estimates of μ and Σ parameters. The 

statistic used in this case is: 

where 

   2 1
T

j jjT n   X X S X X ,         (13) 

1

1 n

j

jn 

 X X ,                                         (14) 

   
1

1

1

n T

j j

jn 

  

S X X X X ,          (15) 

     In Phase I the upper control limit of the T
2
 

statistic is cacculated by using the following 

equation: 

   
, , 1

1 1

1
a p mn m p

p m n
UCL F

mn m p
  

 


  
   (16)      

After computing the upper control limit of the 

T
2
 statistic in Phase I, in the case that the 

process is stable we used this control limit in 

Phase II & the T
2
 statistic in Equation

16
. In 

this paper, the normality test is first done for 

the 6 features extracted from the 197 samples 

of the previous stage. Since the normality is 

not confirmed, the samples are divided into 

groups of 5 samples. Again, the normality test 

is run, where all 6 features follows normal 

distribution. Then, using the Hotelling’s T
2
 

control chart, the samples are evaluated and it 

is indicated that some samples are out-of-

control. Thus, removing them, the above 

stages are repeated and it is indicated that the 

process is in-control and UCL=11.32 is 

obtained (Figure 5). Then, to become more 

assured and also evaluate the performance of 

the control chart, three metastasis patients 

samples are added to the chart. The chart is 

correctly identified them as metastasis 

patients and out-of-control samples (Figure 

6).   

   

 

Figure 5: Multivariate Hotelling’s T
2
 control chart for the non-metastasis patient 
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Figure 6: Multivariate Hotelling’s T
2
 control chart for the non-metastasis and metastasis patient 

 

 

Results 

In this paper, we used ADC and T1-weighted 

images of the pelvic region. For this aim, 204 

bone marrow masks have been studied. The 

images were 256×256 pixels and contained 

65536 grey levels. The regions of interest 

(bone marrows) in the image have selected by 

overlapping masks (with the smallest and 

largest dimensions of 10×10 pixels and 

105×80 pixels). The region of interest is 

selected such that it includes only the bone 

marrow. In Figure 7, an example of the used 

images is shown. In the first stage, after 

applying the two-dimensional discrete 

wavelet transform (including Harr and Dmey 

wavelets) to the images, the features are 

extracted. In the second stage, using the GA, 

out of the extracted features, we extracted 6 

features. In the third stage, using the fuzzy 

clustering algorithm and multivariate 

Hotelling’s T
2
 control chart, metastasis 

patients are identified. The two methods are 

compared to each other and the more 

accuracy and specificity of the multivariate 

Hotelling’s T
2
 control chart are shown (Table 

3). To validate the diagnosis results, we used 

sensitivity, specificity and accuracy measures, 

which are defined as follows [14]: 

TN
Specificity

TN FP



,                  (17) 

TP
Sensitivity

TP FN



,                      (18) 

TP TN
Accuracy

TP TN FN FP




  
.      (19) 

Accuracy denotes the ratio of patients who 

were correctly diagnosed to the total number 

of patients. Sensitivity denotes the correct 

diagnosis of the metastasis patients using the 

control chart. Specificity refers to the ratio of 

patients who are non- metastasis using the 

control chart. 

TP: number of metastasis patients correctly 

diagnosed positive. 

TN: number of ones who are not metastasis 

patients and correctly diagnosed. 
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FP: number of ones who are not metastasis 

and wrongly diagnosed. 

FN: number of metastasis who are wrongly 

diagnosed. 

 

 

Table 3: The comparison of the proposed methods in terms of specificity, sensitivity, accuracy (in percent) 

 

 

 

 

As mentioned, Fig. 7 is an example of the images used in this study, where in the red regions 

(masks) indicate pelvic bone marrows in T1weighted magnetic resonance images. After the feature 

extraction by the proposed methods from pelvic bone marrows, it was identified that left image 

masks belong to non-metastasis bone marrows and right image masks belong to metastasis bone 

marrows. 

 

 

 

 

 

 

 Figure 7: a-left) Image T1-weighted of bone marrow of the pelvic region of a non-metastasis patient, b-right) Image T1-

weighted of an individual with breast cancer with bone marrow metastasis in pelvic region 

 

 

Discussion 

In this paper, using multivariate control 

charts, we proposed an efficient method for 

diagnosing bone marrow metastasis in the 

pelvic region, with a primary breast tumor, 

in MRI images. For this, using a two-

dimensional discrete wavelet 

transformation, we extracted energy and 

histogram of oriented gradients features of 

the ADC and T1 images from the patients 

suspected to bone marrow metastasis. To 

demonstrate the diagnosis accuracy of the 

proposed method, we compared it to some 

methods of the literature. The results 

confirmed the superiority of the proposed 

method, and thus, it can help doctors in 

diagnosing and interpreting medical data, 

especially those of cancer patients.  

 

onclusion and a suggestion for future 

research 

Regarding the importance of refractory 

disease in healthcare, diagnosing bone 

marrow metastasis in medical images, with 

high accuracy such that it can be used as a 

support system or a doctor’s assistant, is 

vital. In this paper, to achieve this goal, 

some features of medical images were 

extracted using a two-dimensional discrete 

wavelet transform. Then, for data 

dimension reduction and features selection, 

a genetic algorithm was used. After that, 

using a fuzzy c-Means clustering method 

and a multivariate Hotelling’s T
2
 control 

chart, bone marrow metastasis patients are 

Proposed method Specificity(%) Sensitivity(%) Accuracy(%) 

Hotelling’s T
2

 100 100 100 

FCM 97.14 100 97.37 
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diagnosed. Finally, the proposed two 

methods were compared and the results 

showed that the accuracy and specificity 

measures are higher for the multivariate 

Hotelling’s T
2
 control chart than those for 

the other method. Magnetic resonance 

imaging (MRI) is an effective tool in 

diagnosis, treatment design, and also in the 

cancer treatment process. In this research, 

we only worked on the diagnosis subject. 

The other two subjects can be considered 

by researchers. The other features than 

those were extracted in this research can be 

utilized in image analysis and comparison 

can be made with the methods of this 

research. In this research, MRI images of 

the pelvis have been used, while the whole-

body magnetic resonance imaging (WB-

MRI) can be used even to identify the 

location of the lesion (tumor and 

metastasis). Developing a multivariate 

fuzzy control chart rather than the 

multivariate Hotelling’s T
2
 control chart 

can be a fruitful area for future research. 
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