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Abstract 
Background and Objective: Noise is a critical concern for practical machine learning, especially medical applications. There exist 

two kinds of noise, including attributes and class noises. Class noise is potentially more dangerous, so various filtering techniques, 

particularly prediction-based, have been proposed to control it. Great attention to class noise has made the researchers ignorant that 

attribute noise, in turn, is harmful. Hence, it is improper to utilize prediction-based filtering to correct class noise without regarding 

attribute noise.  

Method: To tackle this problem, we developed a method to fix class noise in the presence of attribute noise. This method excludes 

noisy components of attributes, based on the information bottleneck principle, by compressing attributes locally and gradually in 

successive iterations. It uses heterogeneous ensemble filtering to correct class noise. In the initial iteration, filtering is conservative 

and progressively, in succeeding iterations, tends to majority vote.  

Results: We compared the proposed method's predictive performance with the RF majority-vote filter on three real binary 

classification problems from the UCI repository, including Breast, Transfusion, and Ionosphere. Random forest, adaptive boosting, 

support vector machines, and naïve Bayes were used for assessing methods from different viewpoints. Results show that the 

proposed method performed better than the RF majority-vote filter and seems to open a promising research scope for noise filtering.  

Conclusion: Our study revealed that correcting class noise by controlling attribute noise enhances the predictive performance of 

classifiers.   

Keywords: Inductive inference, Class noise, Attribute noise, Information bottleneck principle. 

 

Background and Objective  

Most of the real-world datasets suffer from noise, which negatively influences the formation of 

a generalizable hypothesis and degrades the predictive performance of induced classifiers1-5. So, 

noise is a critical issue for practical machine learning and must be handled6,7. There are two general 

approaches for this purpose, including noise-tolerant learning and filtering methods8. Noise-

tolerant learning algorithms have integrated techniques to improve their learning abilities from 

noisy data. Yet, noise can still introduce severe negative impacts. The filtering approach has the 

advantage that noise is restrained before modeling and will not influence the learning process, 

making the induced hypothesis less complex and more reliable9.  

In classification tasks, data consists of two information parts, including attributes and class 

labels—noise mounts on both legs, which are called attribute noise and class noise, respectively6. 

Literature has shown that class noise is potentially more harmful than attribute noise6,8,10.
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So, many filtering techniques, notably 

prediction-based, have been introduced to 

identify and handle class noise. Huge 

attention to class noise has made the 

researchers ignorant of the fact that attribute 

noise, in its place, is harmful.   Some studies 

have shown that attribute noise reduces the 

prediction performance of classifiers, and 

managing it will improve classification 

performance8,10. To tackle this problem, we 

extended a method for correcting class noise 

in the presence of attribute noise using 

compression and ensemble filtering. The 

proposed method excludes noisy parts of 

attributes, based on the information 

bottleneck principle, by compressing them 

based on the attribute-class relationship. It 

uses ensemble filtering to correct class noise.  

This paper details the method formed to 

handle class noise in the presence of attribute 

noise. In section II, we review the past related 

works, highlight the research gap, and 

specify this study's contribution. Section III 

details the method and techniques used for 

excluding attribute noise and correcting class 

noise. In section IV, we present data sets used 

for evaluation and experimental settings. The 

results are displayed in section V. In section 

VI, we discuss the measurements, and in 

section VII, we highlight the critical findings. 

There are two sorts of noise, including 

attribute noise and class noise. Attribute 

noise adds a small Gaussian noise to the 

attributes' values, and class noise changes the 

observed labels of samples. Former studies 

have shown that class noise is possibly more 

harmful than attribute noise. This is true 

because (1) there are many attributes, but 

only one class, and (2) the influence of each 

attribute is different, but the class always has 

a significant impact on learning6,8,11,12. Due to 

the great importance of class noise, extended 

research has been carried out, which can 

generally fall into noise-tolerant algorithms 

and filtering methods. 

Noise-tolerant algorithms are divided into 

two groups. One group comprises algorithms 

that are naturally resistant to class noise by 

avoiding overfitting6,13-15. The other group 

includes algorithms that model class noise as 

they learn. These algorithms separate the 

classification model from the class noise 

model. To this end, they require information 

about the nature of class noise6,16,17. Filtering 

methods use filters to identify noisy examples 

and correct/remove them before 

modeling18,19. Various methods have been 

proposed for filtering noise, such as 

threshold-based methods, cluster-based 

methods, and prediction-based methods. The 

noise-tolerant approach depends on the 

adaptation of each classification technique. 

Therefore, it is not generalizable to other 

learning algorithms. Otherwise, the filtering 

method is independent of the classifier used, 

which usually makes this approach the most 

popular choice11. 

Threshold-based methods identify class 

noise based on anomaly measures. Samples 

with a value beyond a decided threshold can 

be identified as noise6. The anomaly can be a 

degree of complexity because class noise can 

increase induced model complexity20. 

Cluster-based methods use clustering 

techniques for identifying noisy instances. 

Since clusters are formed independently from 

the sample label, class noise does not affect 

the formation of groups21. In this approach, 
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samples are clustered several times. Each 

cluster's members are weighted based on 

cases such as the cluster size and distribution 

of the class labels. Finally, the class of 

samples can be concluded based on the sum 

of these weights 

Prediction-based methods use classifiers to 

recognize class noise. In this approach, 

mislabeled samples are regarded as class 

noise. For example, Jeatrakul et al. 22 trained a 

neural network (NN) model and removed 

misclassified objects. Padala et al. (Padala et 

al. 2018) also used a NN model to identify 

noisy events from data captured by image 

sensors. Blanziri and Melgani23 induced a 

support vector machine (SVM) model on the 

K nearest neighbors of each sample to be 

classified and discarded items for which the 

prediction is unstable. Single filters may be 

susceptive and recognize many instances as 

noisy or be very restrictive and cannot locate 

all noisy samples. Hence, it is safer to use an 

ensemble of filters. 

In this regard, Garcia et al.24  compared 

single and ensemble filters' performance. 

Results showed that ensemble filtering has 

better functionality, making this approach a 

popular choice. Sáez et al.11  combined 

multiple classifiers in an iterative process to 

promote filtering accuracy. In each iteration, 

filtering sensitivity was controlled by a noisy 

score. Zhang et al.25 proposed an adaptive 

ensemble filtering for class noise correction. 

The proposed method divides the training 

data into the cleaned and noisy sets after 

ensemble filtering is applied. A model is then 

built on cleaned data and predicts the labels 

of noisy instances and relabel them. Finally, 

clean and modified sets are joined, and the 

process is repeated till convergence. García-

Gil et al.26 introduced two ensemble 

approaches, homogenous ensemble and 

heterogeneous ensemble, to correct class 

noise in big data classification. A 

homogeneous ensemble employs a single 

base classifier over a partitioning of the 

training set. In comparison, the 

heterogeneous ensemble uses different 

classifiers to identify noisy instances. 

Ensemble votes are merged by majority 

vote or consensus vote27. If the majority of 

classifiers misclassify an instance, the 

majority vote marks the sample as noisy. In 

contrast, the consensus vote needs all 

classifiers to misclassify an instance to 

recognize it as noise. Majority-vote tends to 

remove many instances, but the consensus 

vote is conservative, and a small number of 

samples are discarded28. A challenge in 

ensemble filtering is discovering the optimal 

decision point. Sabzevari et al.29 revealed that 

the optimal threshold depends on the data 

itself. They found the optimal point by cross-

validation and wrapper-based attribute 

selection. Guan et al.30 offered a cost-

sensitive approach to finding the optimal 

point. They estimated the mislabeled data 

probability distribution, which was used to 

judge each possible decision point's expected 

cost. Finally, the decision point with the 

lowest cost was selected as the optimal point. 

Huge attention to class noise has made the 

researchers unaware that attribute noise is 

harmful in its place. Studies have shown that 

attribute noise reduces classification 

accuracy, and handling it improves 

classification performance8,10. Hence, in 
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prediction-based filtering methods, it is 

crucial to handle the attribute noise. 

To tackle this problem, we developed a 

method for correcting class noise in the 

presence of attribute noise. Our proposed 

method differs from previous prediction-

based filtering methods in the: 

 It corrects class labels in the 

presence of attribute noise. 

 It employs the information 

bottleneck (IB) principle for 

handling attribute noise. 

 

Method 

This section first describes the approach to 

eliminating attribute noise, then explains the 

working method for correcting class noise, 

and finally presents the proposed algorithmic 

view of the method. 

Eliminating attribute noise 

Data consists of the original signal and the 

mounting noise. According to study of 

Priemer31 and Tuzlukov32, the original signal is 

a function that carries information about a 

special phenom, and noise means a random 

signal that carries no useful information 

about that phenom. If we count the class as a 

phenom understudy, components of 

attributes containing no information about 

class labels can be regarded as attribute noise. 

Hence, by relying on relevance, we can drop 

noisy parts of attributes by compression. 

For the first time, we used the information 

bottleneck principle, iteratively, to find a 

compressed form of attributes that is most 

informative about the class. This principle, 

which is proposed by Tishby et al.33, provides 

an information-theoretic method for 

extracting relevant parts of an input variable 

X, regarding an output variable Y. This 

extraction is done by finding a compressed 

representation T of X that is most informative 

about Y34,35. For compression, we used the 

principal component analysis (PCA) 

technique. This technique simplifies the 

complexity of data while maintaining trends 

and patterns. It does this by mapping the data 

into fewer dimensions, which are summaries 

of attributes36. 

Correcting class noise 

Due to ensemble filtering's excellent 

performance24, we used this technique to 

correct class labels. This method combines a 

set of base-level classifiers to build a new 

classifier that is usually more accurate than 

any of its components9. Based on research of 

Verbaeten and Van Assche9, the general 

scheme of ensemble filtering is as follows: 

 n classifiers are induced on 

different subsets of the training 

data. 

 These classifiers predict training 

samples' labels. 

 For each sample, the filter compares 

the predicted labels with the 

original tags and decides whether it 

is noisy or not. 

We used the decision tree (DT), SVM, and 

naïve Bayes (NB) models as base classifiers. 

To induce the filter, we partitioned the 

training set into ten equal folds. The 

ensemble filter was trained ten times, each 

time leaving out one of the folds, and then the 

trained filter was used to predict the labels of 

the removed fold. The algorithm was 

designed to be iterative. In the first iteration, 

the combination of votes is conservative 
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(consensus vote). In subsequent iterations, it 

gradually tends to the majority vote. 

Proposed algorithm 

Since both attribute and class carry noise, it 

is not proper to rely entirely on original 

attribute values to correct all class labels, or 

conversely, to rely entirely on original class 

labels to remove all noisy components of 

attributes. Hence, we designed the proposed 

algorithm as iterative and gradual. In each 

iteration, we first lightly compress the 

attributes, based on their relationship with the 

class labels, and then modify class labels by 

ensemble filtering, based on the renewed 

attribute set (Fig 1). In the first iteration, the 

compression degree is low, and the vote 

combination is conservative (consensus 

vote). In subsequent iterations, the 

compression level slowly increases, and the 

vote combination gradually tends to the 

majority vote. 

 

 

Input:  

 Attributes (A) and class labels (L) 

Output:  

 Compressed attributes (𝐴′) and modified class labels (𝐿′) 
Initialization:  

 𝐴′ =  𝐴 

 𝐿′ =  𝐿 

Loop: 

𝑊ℎ𝑖𝑙𝑒 (
𝑠𝑢𝑚(𝐿′ = !  𝐿)

|𝐿|
≥ 0.1) 

 𝐿 =  𝐿′ 

 𝐴 =  𝐴′ 

 ∀ 𝑖, 𝑗, 𝑘 = 1 … |𝐴|, 𝑖 < 𝑗 < 𝑘, calculate: 

 𝑑𝑖𝑗𝑘 = 𝐼(𝑃𝐶1𝑖𝑗𝑘 , 𝐿)  +  𝐼(𝑃𝐶2𝑖𝑗𝑘 , 𝐿) – 𝐼(𝐴𝑖, 𝐿) −  𝐼(𝐴𝑗 , 𝐿) −  𝐼(𝐴𝑘, 𝐿) 

 Find indices 𝑖, 𝑗, 𝑘 for which 𝑑𝑖𝑗𝑘  is minimized 

 Merge 𝐴𝑖 , 𝐴𝑗, 𝐴𝑘  −> 𝑃𝐶1𝑖𝑗𝑘  , 𝑃𝐶2𝑖𝑗𝑘  

 Update 𝐴′ = {𝐴 − {𝐴𝑖, 𝐴𝑗 , 𝐴𝑘}}  ∪ {𝑃𝐶1𝑖𝑗𝑘 , 𝑃𝐶2𝑖𝑗𝑘} 

 Ensemble filtering on 𝐴′ and calculate new class labels (𝐿′) 

 

 

 

A fixed amount of attributes are picked and 

compressed in each repetition. This choice is 

performed greedily based on the least waste 

of mutual information between compressed 

attributes and class labels. Mutual 

information loss after compression is 

computed using (1). The number of 

compressed attributes is considered three in 

this formula, although it is generalizable to a 

bigger number. Here, PC means the principal 

component. Mutual information between two 

variables is measured using (2).   

𝑑𝑖𝑗𝑘 = 𝐼(𝑃𝐶1𝑖𝑗𝑘 , 𝐿)  +

 𝐼(𝑃𝐶2𝑖𝑗𝑘, 𝐿) – 𝐼(𝐴𝑖 , 𝐿) −  𝐼(𝐴𝑗 , 𝐿) −

 𝐼(𝐴𝑘, 𝐿))  (1) 

Figure 1-  Algorithmic view of the proposed method. 
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𝐼(𝐴𝑖, 𝐿) =  ∑ ∑ 𝑝(𝑎𝑖, 𝑙) ∗𝑙∈𝐿𝑎𝑖∈𝐴𝑖

𝑙𝑜𝑔(
𝑝(𝑎𝑖,𝑙)

𝑝(𝑎𝑖)𝑝(𝑙)
)    (2) 

 

After compression, we modify class labels 

by prediction-based ensemble filtering on the 

renewed attribute set. This algorithm is 

repeated till convergence. Convergence 

happens when the amount of change in class 

labels drops below a threshold, which is 

considered 10% in this study.  

Experimental settings 

This section describes datasets, the 

mechanism for adding noise, the number of 

attributes to be compressed, parameters of 

ensemble filtering, models, and evaluation 

metric. 

Datasets 

We assess the proposed method on three 

real binary classification problems from the 

UCI repository (Dua and Graff, 2019), 

including two medical and one nonmedical 

dataset. Table I presents the properties of 

these datasets. We split each dataset into train 

and test sets, with a ratio of 70 to 30. Next, 

we add 0, 5,10, 15, and 20% noise to both its 

class labels and attribute values for each train 

set.  

Table I- Characteristics of the classification problems 

used for evaluation 

Dataset Train Test 
Number of 

attributes 

Breast 488 210 8 

Transfusion 523 225 4 

Ionosphere 244 106 34 

 

Adding noise 

To add noise, we randomly selected data 

elements, including attribute values and class 

labels. For each chosen piece, if it was a class 

label, we inverted its value. If it was an 

attribute, we added to its value a random 

number in the range (-SD, SD) of that 

attribute column. 

1. Number of attributes to be 

compressed 

We just considered datasets with equal or 

more than three attributes. The number of 

attributes to be compressed for each data set 

was computed based on (3). This number is 

the square root of the dimension of each data 

set. If the data set holds more than three 

attributes, and its square root is less than 

three, we considered it three. 

{
𝑖𝑓 √|𝐴|2 ≤ 3                          𝑛𝑢𝑚𝑏𝑒𝑟 ← 3

𝑒𝑙𝑠𝑒                      𝑛𝑢𝑚𝑏𝑒𝑟 ← 𝑐𝑒𝑖𝑙( √|𝐴|2 )
    

   (3) 

2. Ensemble filtering 

Ninety-six models, including 32 DT, 32 

SVM, and 32 NB models, were induced. The 

train set was randomly divided into ten equal 

folds. We took each fold out and trained the 

models on the remaining parts. Then, the 

trained models were used to label samples of 

the departed fold.   

Ensemble classifiers are induced from the 

different bags of the remaining parts. 

Thresholds of 0.8, 0.7, 0.6, and 0.5 are 

considered for aggregating ensemble votes. 

In the algorithm's first iteration, the threshold 

is considered 0.8, the second iteration, 0.7, 

the third 0.6, and the fourth and after 0.5. 

These values are considered by default for the 

initial evaluation of the proposed algorithm 

and are not optimal. 
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Models 

We considered several techniques for 

evaluation, including Bagging, Boosting, 

SVM, and NB. For Bagging, we used the 

random forest (RF) model consisting of 500 

trees. In this model, the splitting criterion was 

the Gini index, and the Grid search 

determined the number of variables to be 

tried at each split. For Boosting, we used the 

adaptive boosting model (Adaboost). The 

Grid search determined the number of 

AdaBoost iterations. We selected the 

polynomial kernel as the SVM's kernel 

function, and the Grid search determined the 

degree and scale parameters of the SVM.  

Evaluation metric 

We selected F-measure4,5,6 to evaluate the 

proposed method's predictive performance. 

TP means true positive, FP false positive, TN 

true negative, and FN true negative.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 

𝑇𝑃+𝐹𝑃
    

   (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃 

𝑇𝑃+𝐹𝑁
    

    (5) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

    (6) 

 

Results 

In this section, we present and discuss the 

predictive performance of the proposed 

method. Since RF has high stability and 

performance in different noise levels29,37,38, 

we compared the proposed method with an 

RF majority-vote filter (RF-MV-F). The 

reported results are average, followed by the 

standard deviation (SD), over five different 

executions. Different random partitioning of 

the data into training and test sets was used in 

these executions.  

Predictive performance 

Table II shows the predictive performance 

of methods on three data sets and different 

noise levels. Table III shows the average 

performance on all data sets. 

 

Table II- Predictive performance of models on different methods, different datasets, and different noise levels 

   Noisy data 
Proposed 

method 
RF-MV-F 

Models dataset 
Noise 

percent 
F-measure F-measure F-measure 

RF 

Breast 

0 95.8 ± 2.8 96.2 ± 2.8 95.5 ± 2.8 

5 95.5 ± 2.9 95.9 ± 2.6 94.9 ± 2.6 

10 95.4 ± 2.5 95.9 ± 2.1 95 ± 2.8 

15 94.2 ± 3.4 95.8 ± 2.2 95 ± 2.9 

20 93.6 ± 3.3 95.2 ± 2.5 94.9 ± 2.7 

Transfusion 

0 46 ± 4.7 48 ± 4.7 49.9 ± 6.4 

5 46.1 ± 4.7 48.1 ± 3.3 47.6 ± 4.9 

10 44.5 ± 6.5 47.9 ± 3.6 47.6 ± 4.2 

15 44.4 ± 7.1 48.2 ± 3.4 46.6 ± 4.4 

20 44.7 ± 3 48.4 ± 3.4 44.2 ± 5.2 

Ionosphere 

0 92 ± 3.6 90.7 ± 3 87.3 ± 1.2 

5 90 ± 1.8 89.3 ± 2.7 88.2 ± 2.3 

10 89.8 ± 3.1 89.2 ± 1.9 87.6 ± 2.9 

15 88.8 ± 4.6 82.1 ± 6.5 85.1 ± 7.8 

20 87.4 ± 6.5 85.4 ± 3.3 82.5 ± 5 
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   Noisy data 
Proposed 

method 
RF-MV-F 

Models dataset 
Noise 

percent 
F-measure F-measure F-measure 

Adaboost 

Breast 

0 95.3 ± 2.3 95.2 ± 3 94.2 ± 2.6 

5 92.1 ± 2.7 95.4 ± 2.7 94.9 ± 3.4 

10 89.7 ± 4.2 96 ± 2.9 94.9 ± 2.7 

15 87 ± 3 95.6 ± 2.2 94.9 ± 3.1 

20 83.8 ± 4.5 95.4 ± 2 95.1 ± 2.9 

Transfusion 

0 46.5 ± 4 50.4 ± 4 49.6 ± 7.2 

5 45.4 ± 4.3 48.3 ± 3.2 46 ± 7 

10 44.1 ± 4.9 47.4 ± 2.5 44.7 ± 5.6 

15 45.6 ± 7.3 48.8 ± 3 43.8 ± 5.8 

20 42.5 ± 2.3 48.6 ± 5 42.4 ± 6 

Ionosphere 

0 89.6 ± 4.4 91 ± 3.2 87.4 ± 2.8 

5 85.6 ± 1.3 89.3 ± 2.9 88.6 ± 3.4 

10 87.2 ± 2.8 89.6 ± 1.7 86.1 ± 3.9 

15 84.2 ± 5.6 84.6 ± 4.6 85.6 ± 5.3 

20 83.4 ± 3.2 85.6 ± 2.7 82.5 ± 4.7 

SVMs 

Breast 

0 95.4 ± 2.2 95.4 ± 2.6 95.2 ± 2.7 

5 94.9 ± 2.5 95.6 ± 2.7 95.7 ± 2.6 

10 95.5 ± 2.6 95.5 ± 2.4 95.5 ± 2.2 

15 95.2 ± 2.5 95.3 ± 2.3 95.1 ± 2.5 

20 95.6 ± 2.5 95.5 ± 2.3 95.5 ± 2.2 

Transfusion 

0 49.7 ± 3.7 48.8 ± 3.9 48.7 ± 5.1 

5 49.1 ± 3.9 48.3 ± 3.9 49.8 ± 4.4 

10 48.6 ± 3.8 49 ± 3.7 47.8 ± 3.3 

15 47.9 ± 3.8 49.3 ± 4.9 50 ± 6.5 

20 49.7 ± 4.9 47 ± 5 48.3 ± 5.5 

Ionosphere 

0 87.6 ± 2.4 88.5 ± 5.4 83.4 ± 5.6 

5 85.4 ± 3.1 85.4 ± 4.9 82.9 ± 3.6 

10 80.7 ± 5.5 83.5 ± 3.3 79.1 ± 4.3 

15 77 ± 3.1 80 ± 3.5 78.4 ± 5.1 

20 75.5 ± 6 78.4 ± 3.1 77.6 ± 4.5 

NB 

Breast 

0 95.8 ± 2.4 96 ± 2.3 95.5 ± 2.2 

5 94.3 ± 2.9 95.5 ± 2.8 96 ± 2.5 

10 92.6 ± 3 95 ± 2.3 95.6 ± 2.4 

15 93.6 ± 3.4 95.4 ± 3.3 95 ± 3.3 

20 93.2 ± 2.6 95.2 ± 2.2 95 ± 2 

Transfusion 

0 46.5 ± 5.2 47.3 ± 2.7 46 ± 4.8 

5 46.7 ± 3.6 47.1 ± 2.6 47.9 ± 5 

10 47.5 ± 3.2 46 ± 2.8 46 ± 2.8 

15 47.3 ± 2.8 47.1 ± 4.1 47.9 ± 4.6 

20 41.8 ±8.8 47.7 ±2.9 45.9 ±4.3 

Ionosphere 

0 88.5 ±3.5 88.6 ±4.8 86.2 ±4.2 

5 85.4 ±5.4 87.5 ±3.7 86.1 ±3.4 

10 84.6 ±5.8 86 ±6.3 85.6 ±5.8 

15 82.5 ±7.6 89.8 ±3.6 83.6 ±3.7 

20 80 ±8.7 80.9 ±5.2 82.4 ±3.6 

 

 

 

Table III- Average performance of models on different datasets 
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  Noisy data Proposed method RF-MV-F 

Models Noise Percent F-measure F-measure F-measure 

RF 

0 77.9 ±24 78.9 ±22 77.6 ±21 

5 77.2 ±23 77.8 ±22 76.9 ±22 

10 76.6 ±24 77.6 ±22 76.7 ±22 

15 75.8 ±24 75.4 ±21 75.6 ±22 

20 74 ±23 75.4 ±22 73.1 ±23 

Adaboost 

0 77.1 ±23 78.9 ±21 77.1 ±21 

5 74.4 ±22 77.7 ±22 76.5 ±23 

10 73.7 ±22 77.7 ±22 75.2 ±23 

15 72.3 ±20 76.3 ±21 74.8 ±23 

20 68.7 ±21 76 ±22 72.7 ±24 

SVMs 

0 77.6 ±21 77.6 ±22 75.8 ±21 

5 76.5 ±21 76.4 ±21 76.1 ±21 

10 74.9 ±21 76 ±21 74.1 ±21 

15 73.4 ±20 74.8 ±20 74.5 ±20 

20 73.6 ±21 75 ±22 73.9 ±21 

NB 

0 76.9 ±23 77.3 ±22 75.9 ±23 

5 75.4 ±22 76.7 ±22 76.7 ±22 

10 74.9 ±21 75.7 ±22 75.7 ±22 

15 74.5 ±21 74.1 ±21 75.5 ±21 

20 71.3 ±24 73.7 ±21 73.6 ±22 

 

 

Breast dataset 

The performance of methods, measured 

through RF, AdaBoost, SVM, and NB, are 

represented in the following Figures. The 

horizontal axis represents the noise level, and 

the vertical axis represents the F-measure. 

The proposed method results are shown in 

blue, RF-MV-F in orange, and noisy data in 

grey. The distance between each point in the 

methods' curve and the noisy data shows 

improvement. 

Figs 1-4 shows the performance of methods 

measured by different models on the Breast 

dataset. RF predictive measures show that the 

proposed method was a better filtering 

technique than RF-MV-F (Fig 2, Table II). 

For all noise levels, the proposed technique 

leads to a higher mean of F-measure. 

Furthermore, F-measure distribution had a 

lower SD than RF-MV-F and noisy data. A 

lower standard deviation shows that data 

points are clustered more closely to the mean. 

Therefore the generating source is more 

reliable. We can conclude that the proposed 

method enhanced both the RF model's 

predictive performance and stability. 

Adaboost is very sensitive to noise. It is 

prone to overfitting since excessively 

increases the weight for noisy instances39. 

Figures show that the model performance is 

significantly reduced due to noise. The 

functional distance between the two methods 

is small. However, the proposed method 

shows a higher F-measure mean and a lower 

SD for almost all noise levels (Fig 3, Table 

II). We conclude that both methods, mostly 

the proposed algorithm, could enhance the 

Adaboost performance and stability. 

The SVM model constructs a set of 

separating hyperplanes and selects the 

optimal one by maximizing the margin. SVM 

optimization is a nonlinear problem subject 

to constraints. In noisy environments, the 

optimization function may present many 

local minima that result in performance 
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degradation. SVM results confirm this and 

show that the optimization is stuck in the 

local optima caused by noise (Fig 4). F-

measure mean and SD fluctuate so much that 

one method's superiority over the other is not 

distinguishable (Fig 4, Table II). However, 

the intensity of the fluctuations for the 

proposed method is lower than the RF-MV-

F. We conclude that the proposed method 

refines some of the local optima created by 

noise.  

NB is a probability-based model. Since 

noise distorts the data shape, it adversely 

affects the NB performance. Results show 

that both methods reconstruct the underlying 

probability distributions and improve NB 

performance (Fig 5). RF-MV-F has a higher 

F-measure mean for noise levels 5 and 10%. 

However, as the noise level increases, its 

performance decreases, and the proposed 

method excels. We conclude that the 

proposed method can reconstruct the 

underlying distribution in high noise levels. 

 
Figure 2- Performance of RF for different techniques and 

different noise levels of the Breast dataset. 

 

 
Figure 4- Performance of SVM for different techniques and 

different noise levels of the Breast dataset. 

.

 
Figure 3- Performance of Adaboost for different techniques 

and different noise levels of the Breast dataset. 

 
Figure 3-Performance of NB for different techniques and 

different noise levels of the Breast dataset. 

Transfusion dataset 

Fig 6 shows that both the proposed method 

and RF-MV-F have improved the RF 

performance. As the noise level increases, the 

RF-MV-F performance decreases so that in 

20% noise, it is placed under noisy data. In 

comparison to RF-MV-F, the proposed 

method shows consistent performance in 

different noise levels. Furthermore, it has a 

lower SD for all noise levels. We conclude 

that the proposed method performed better 

than RF-MV-F in all noise levels. 

Fig 7 (AdaBoost) shows that the proposed 

method performed better in handling noise. It 

has a higher F-measure mean and lower SD 
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for all noise levels (Table II). SVM results 

show many fluctuations so the superior 

method is not distinguishable (Fig 8). 

However, generally, the proposed method 

has a lower SD (Table II). ). Fig 9 shows 

fluctuations for both methods. However, as 

the noise level reaches 20%, the proposed 

method exceeds RF-MV-F. Also, in this 

model, the proposed method has a smaller SD 

for all noise levels. 

 

 
Figure 4- Performance of RF for different techniques and 

different noise levels of the Transfusion dataset. 

 
Figure 8- Performance of SVM for different techniques and 

different noise levels of the Transfusion dataset. 

 
Figure 7- Performance of Adaboost for different techniques 

and different noise levels of the Transfusion dataset. 

 
Figure 5- Performance of NB for different techniques and 

different noise levels of the Transfusion dataset.

Ionosphere dataset 

Surprisingly, Fig 10 shows that noise 

handling methods could not enhance the RF 

performance at any noise level. Compared to 

each other, the proposed method has a higher 

F-measure mean than RF-MV-F for all noise 

levels except 15% noise (Fig 10). It also has 

a lower SD for all noise levels except 5% 

noise (Table II). Overall, we conclude that 

the proposed method is superior. For 

Adaboost, like RF, the proposed method has 

a higher mean for all noise levels, except for 

the noise level of 15% (Fig 11). Also, it has a 

smaller SD for all noise levels except a noise 

level of 0% (Table II). Unlike the Breast and 

Transfusion datasets, for the Ionosphere 

dataset, the SVM model showed fewer 

fluctuations. Maybe this happened due to the 

increase in data dimension. SVM results 

show that the proposed method has a higher 

mean and a lower SD for all noise levels (Fig 

12, Table II). For NB, the proposed method 

has a higher mean for all noise levels, except 

for the noise level of 20% but has a higher SD 

for all noise levels (Fig 13, Table II). 
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Figure 6- Performance of RF for different techniques and 

different noise levels of the Ionosphere dataset. 

 
Figure 72- Performance of SVM for different techniques and 

different noise levels of the Ionosphere dataset. 

 
Figure 81- Performance of Adaboost for different techniques 

and different noise levels of the Ionosphere dataset. 

 
Figure 9- Performance of NB for different techniques and 

different noise levels of the Ionosphere dataset.

Mean results on all data sets 

This section illustrates the average 

performance of models on all three datasets 

(Figs 14-17). RF results show that the 

proposed method has a higher F-measure 

mean for all noise levels except for 15% 

noise, which shows a slight decrease (Fig 14). 

The reason for this is a sharp drop in the 

performance for 15% noise in the Ionosphere 

dataset.  

Fig 15 shows that for AdaBoost, the 

proposed method has a higher F-measure 

mean for all noise levels. For SVM, too (Fig 

16), the proposed method has a higher F-

measure average for above 5% noise. Fig 17 

shows that for NB, the proposed method has 

a higher mean for all noise levels except for a 

noise level of 15%. As Table III shows, the 

SDs of the averaged results are the same for 

all methods. 

 

 
Figure 10- Mean results of RF on all datasets. 

 
Figure 11- Mean results of AdaBoost on all datasets. 
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Figure 12- Mean results of SVM on all datasets. 

 
Figure 13- Mean results of NB on all datasets.

Conclusion 

In this study, we have proposed an iterative 

method for correcting class noise in the 

presence of attribute noise, a challenge that 

had not been addressed before. The proposed 

method excludes noisy parts of attributes 

based on their mutual information with class 

labels. To this end, attributes are compressed 

using PCA locally and gradually in 

succeeding iterations. This method also 

employed heterogeneous ensemble filtering, 

including DT, SVM, and NB, to correct class 

noise. In the beginning, filtering is 

conservative and progressively, in 

subsequent iterations, tends to majority vote. 

We compared the proposed method's 

predictive performance with RF-MV-F, 

which has high stability and performance in 

different noise levels29,37,38. We measured the 

performance (F-measure) of methods 

through RF, AdaBoost, SVM, and NB 

models.   

Using different models allows us to 

examine the performance of methods from 

different perspectives. RF is one of the most 

noise-resistant models37. However, in noisy 

environments, its performance decreases. 

The proposed method shows that it can 

enhance the RF performance in low-

dimensional datasets like Breast and 

Transfusion. However, in both low-

dimensional and high-dimensional datasets, 

it shows a better ability to enhance RF 

performance than RF-MV-F. The average 

performance over three datasets also shows 

that the proposed method almost has a higher 

F-measure mean than the RF-MV-F. 

AdaBoost is very sensitive to noise and 

successively increases noisy samples' wights 

that lead to overfitting. Hence, AdaBoost 

performance significantly decreases in noisy 

situations. Results show that in low-

dimensional and high-dimensional datasets, 

medical and nonmedical, the proposed 

method works better in raising AdaBoost 

performance. The average performance over 

three datasets shows that the proposed 

method has a higher F-measure mean than the 

RF-MV-F. By counting the AdaBoost 

performance, we conclude that the proposed 

method has an acceptable ability to 

eliminate/correct noise. 

The SVM model is susceptible to noisy 

data. It tries to find an optimal hyperplane by 

maximizing the distance between margins40. 

This cost function is highly sensitive to noise, 

generating many local optima41, especially in 

low-dimensional data. SVM results in Breast 

and Transfusion datasets show fluctuations 

representing cost function sensitivity to 

68

70

72

74

76

78

80

0% 5% 10% 15% 20%

Proposed
method

RF-MV-F

Noisy data

68

70

72

74

76

78

80

0% 5% 10% 15% 20%

Proposed
method

RF majority-
vote

RF-MV-F



14       Nakhaei et al                                                  Correcting Class Noise in the Presence of Attribute Noise 

 
 

Int J Hosp Res 2023, Volume 12 Issue 1 

different noise levels. The proposed method's 

fewer fluctuations may show that it could 

control the effect of noise on the cost 

function. As the number of attributes 

increases, fluctuations calm down. 

Ionosphere results show that the proposed 

method performs better than RF-MV-F for all 

noise levels. The average of results on three 

datasets also shows that the proposed method 

performed better than RF-MV-F. 

NB is a parametric model and relies on the 

probability distribution of data. Since noise 

distorts the data shape, NB performance 

decreases in noisy environments. Results of 

low-dimensional datasets, including Breast 

and Transfusion, show that the proposed 

method performs better than RF-MV-F in 

high noise levels. In the Ionosphere, the 

proposed method has a higher performance 

than RF-MV-F, but its performance falls in 

20% noise. The average of results on three 

datasets shows that the two methods have 

almost the same performance. 

Overall, the experimental results on real-

world data sets, including two medical and 

one nonmedical dataset, show that the 

proposed method has a better performance 

than RF-MV-F in terms of predictive 

performance. This method can control the 

effect of noise on SVM's cost function, 

enhance RF performance, avoid AdaBoost 

overfitting, and reconstruct the underlying 

probability distributions to improve the NB's 

performance. Furthermore, our study shows 

that correcting class noise by handling 

attribute noise leads to better classifiers' 

predictive performance.  

This study has some limitations. Several 

issues must be investigated more carefully, 

like the convergence threshold, the number of 

compressed attributes, and the slope of the 

move from conservative to majority vote. We 

selected the default value for these cases. 

Optimal values could be investigated in 

future research.  
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